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Cloud Storage with OpenStack

•OpenStack

Nova
Provides virtual servers 
on demand

Manila
Provides shared file
Storage to guest VMs

Keystone
Authentication and 
authorization

Horizon
Modular web-based user 
interface for all  services.

Glance
Catalog and repository 
for virtual disk images. 

Swift
Allows you to store or retrieve
 files. 

File 
Storage

• Provides 
• shares 

• for

• Provides 
• Auth 
• for

Cinder
Provides persistent 
block storage 
to guest VMs

OpenStack: Storage components

Neutron
Provides "network 
connectivity as a service"
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Manila Goals

• Provide shared filesystem service across OpenStack Compute instances
• Vendor neutral API for provisioning and attaching filesystem-based storage such as NFS, 

CIFS, and other network filesystems
• Supported operations:

–  Create/Delete/List file system shares 
–  List, show, allow and deny access to file system shares
–  List share access rules 
–  Create, list, and delete snapshots / clones of file systems shares

• See:  https://wiki.openstack.org/wiki/Shares_Service
• Graduation Target – Review will happen before Kilo release

– Progress: https://wiki.openstack.org/wiki/Manila/Graduation

https://wiki.openstack.org/wiki/Shares_Service
https://wiki.openstack.org/wiki/Manila/Graduation
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GPFS Manila Driver

Current Functionality
• Added in OpenStack Kilo release

l Supports kNFS and NFS Ganesha v2.0 protocols

Future Roadmap
• Plan to add Ganesha v2.2 support 
• Support for GPFS as a protocol
• Support Multi-tenancy
• Chef Cookbook support



© 2015 IBM Corporation

Cloud Storage with OpenStack

Controller Node
manila-api
manila-scheduler
manila-share
(gpfs & other 
share drivers)
NFS Server
Other OS services

Compute Node-1
nova-compute
(kvm & other
virtualization
drivers)
nova or neutron
network 

Compute Node-2
nova-compute
(kvm & other
virtualization
drivers)
nova or neutron
network 

Compute Node-n
nova-compute
(kvm & other
virtualization
drivers)
nova or neutron
network 

GPFS Shared File System

vm-instance-1-n

vm-instance-1-2

vm-instance-1-1

vm-instance-n-n

vm-instance-n-2

vm-instance-n-1

vm-instance-3-n

vm-instance-2-2

vm-instance-2-1

fileset_share1
hard limit = size_GB

Share1

Share2

Compute nodes not part of GPFS Cluster or 
Not running NFS Servers
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Controller Node
manila-api
manila-scheduler
manila-share
(gpfs & other 
share drivers)
NFS Server
Other OS services

Compute Node-1
nova-compute
(kvm & other
virtualization
drivers)
nova or neutron
network 
NFS Server

Compute Node-2
nova-compute
(kvm & other
virtualization
drivers)
nova or neutron
network 
NFS Server

Compute Node-n
nova-compute
(kvm & other
virtualization
drivers)
nova or neutron
network 
NFS Server

GPFS Shared File System

vm-instance-1-n

vm-instance-1-2

vm-instance-1-1

vm-instance-n-n

vm-instance-n-2

vm-instance-n-1

vm-instance-3-n

vm-instance-2-2

vm-instance-2-1

fileset_share1
hard limit = size_GB

Share1

Share2

Share1

Share2

Share1

Share2

Share1

Share2

Compute nodes part of GPFS Cluster and
Running NFS Servers
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OpenStack 
GPFS Manila Drivers 

in-use
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University focussed Cloud offering

Working on GPFS integration using OpenStack GPFS Cinder and Manila drivers
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References

OpenStack Manila wiki: https://wiki.openstack.org/wiki/Manila
OpenStack Manila demo: youtube video
OpenStack Manila on github: https://github.com/openstack/manila/

https://wiki.openstack.org/wiki/Manila
https://www.youtube.com/watch?v=fo5ObeYvU-g
https://github.com/openstack/manila/
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